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Abstract 

                  Breast cancer is a serious trouble and one of the greatest causes of death 

for women throughout the world. Computer-aided diagnosis (CAD) techniques can 

help the doctor make more credible decisions. We have determined the possibility of 

knowledge transfer from natural to histopathological [IX][XII] images by employing 

a pre-trained network ResNet-50.This pre-trained network has been utilized as a feature 

generator and extracted features are used to train support vector machine (SVM), 

random forest, decision tree, and K nearest nneighbour(KNN) classifiers[X]. We 

altered the softmax layer to support the vector machine classifier, random forest 

classifier, decision tree classifier, and k-nearest neighbour classifier, to evaluate the 

classifier performance of each algorithm. These approaches are applied for breast 

cancer classification and evaluate the performance and behavior of different classifiers 

on a publicly available dataset named Bthe reak-HIS dataset. In order to increase the 

efficiency of the ResNet[III] model, we preprocessed the data before feeding it to the 

network. Here we have applied to sharpen filter and data augmentation techniques, 

which are very popular and effective image pre-processing techniques used in deep 

models. 

Keywords: Machine learning, Support Vector Machine (SVM), K-Nearest Neighbor 

(KNN), RESNET (Residual Network) model, Random Forest.[VII] 

 

I.    Introduction 

                   Breast cancer is the most common and dangerous cancer spreading 

significantly in women both in the developed and developing world in the last few 
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decades. According to a study by the world health organization (WHO), breast cancer 

is impacting 2.1 million women each year and also causes the greatest number of 

cancer-related death among women. In 2018 it is estimated that 627,000 women died 

from breast cancer that is approximately 15% of all cancer deaths among women.[XV] 

Breast Cancer Rates 

                      Recently, multi-classification of breast cancer from histopathological 

images was presented using a structured deep-learning model called CSDCNN. This 

new DL architecture shows the superior performance when compared to different 

machine learning and deep learning-based approaches on the BreakHIS dataset [VIII]. 

This model shows state-of-the-art performance for both image-level and patient-level 

classification. An average of 93.2% accuracy for patient-level breast cancer 

classification has been reported. In 2017, different SMV-based techniques were applied 

for breast cancer recognition, an accuracy of 94.97% for data with a 40X magnification 

factor was achieved using an Adaptive Sparse SVM (ASSVM). 
 

Belgium had the highest rate of breast cancer in women, followed by Luxembourg.[IV] 

Table : 1 
 

Rank Country Age-standardized 

rate per 100000 

Rank Country Age-standardized 

rate per 100000 

1 Belgium 113.2 14 Denmark 88.8 

2 Luxembourg 109.3 15 Switzerland 88.1 

3 Netherlands 105.9 16 Montenegro 87.8 

4 France 

(metropolitan) 

99.1 17 Malta 87.6 

5 New Caledonia 

(France) 

98.0 18 Norway 87.5 

6 Lebanon 97.6 19 Hungary 85.5 

7 Australia 94.5 20 Germany 85.4 

8 UK 93.6 21 Iceland 85.2 

9 Italy 92.8 22 US 84.9 

10 New Zealand 92.6 23 Canada 83.8 

11 Ireland 90.3 24 Cyprus 81.7 

12 Sweden 89.8 25 Samoa 80.1 

13 Finland 89.5    
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                 A breast tissue biopsy allows the pathologist to histologically access the 

microscopic level structures and components of the breast tissue. These histological 

images allow the pathologist to distinguish between normal tissue, non-malignant 

(benign) tissue, and malignant lesions.[XIX] Benign lesions refer to changes in normal 

tissue of breast parenchyma and are not related to the progression of malignancy. There 

are two different carcinoma tissue types including in-situ and invasive. The in-situ 

tissue type refers to tissue contained inside the mammary ductal-lobular[XV] On the 

other hand, the invasive carcinoma cells spread beyond the mammary ductal-lobular 

structure. The tissue samples that are collected during the biopsy are commonly stained 

with Hematoxylin[XXI] and Eosin (H & E) before the visual analysis performed by the 

specialist. 

                During the diagnosis process, the affected region is determined from whole-

slide tissue scams. In addition, the pathologist analyses microscopic images of the 

tissue samples from the biopsy with different magnification factors. Nowadays, to 

produce the correct diagnosis, the pathologist considers different characteristics within 

the images including patterns, textures, and different morphological properties. 

Analyzing images with different magnification factors requires panning, zooming, and 

focusing scanning of each image in its entirety. This process is very time consuming 

and tiresome, as a result this manual process sometimes leads to inaccurate diagnoses 

for breast cancer identification. 
 

                 Due to the advancement of digital imaging techniques [XIV, XV] in the last 

decade, different computer vision and machine learning techniques have been applied 

for analyzing pathological images at a microscopic resolution. Recently, deep learning-

based approaches were shown to outperform conventional machine learning methods 

in many image analysis tasks, automating end-to-end processing. In the domain of 

medical imaging [XXI], Conventional Neural Networks (CNN) [XXVI] have been 

successfully used for diabetic retinopathy screening, bone disease prediction and age 

assessment, and other problems. Previous deep learning-based applications in 

histological microscopic image analysis have demonstrated their potential to provide 

utility in diagnosing breast cancer. Although these approaches have shown tremendous 

success in medical imaging, they require a very large amount of label data which is still 

not available in this domain of applications for several reasons.  

                 In this paper, we propose a Deep Learning (DL)[XXVII],[XXI] based 

approach for a breast cancer recognition system using a support vector machine 

(SVM)[XI], random forest[XXVII], decision tree, k-nearest neighbor (KNN) 

classifiers[XX]. A pre-trained Res-Net 50 model is utilized to extract features from the 

BreakHIS dataset. More recently, several Res-Net (Residual Network) based 

architectures are developed, each of which improves previous State-of-the-art 

performance on the benchmark dataset. The pre-trained 50-layer Res-Net model is very 

much feasible to handle and also has better performance. To enhance the image quality 

and reduce noise, it is necessary to preprocess the data. A sharpening filter is one of the 

effective pre-processing methods [XI]. It sharpens the edges of the images and makes 

it easier to identify the structure correctly. We also used data augmentation techniques 

to alleviate the problem of limited data size. 
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The contribution of this paper are summarized as follows: 
 

• Successful breast cancer classification using Res-Net 50 model as feature 

generator and classifiers (SVM, Random Forest, Decision Tree, KNN). 

• Experiments have been conducted on recently released publicly available 

datasets for breast cancer histopathology (BreakHIS dataset) where we 

evaluated images with different magnifying factors (including 40x, 100x, 200x 

and 400x). 

• Transfer learning is applied in breast cancer classification. 

• The performance of different classifiers is evaluated and compared. 

Breast Cancer  

              Breast cancer refers to cancers occurring in the breast tissues, developed due 

to uncontrolled division of different cells of the breast. The risk factor can be genetic 

but some lifestyle factors such as alcohol intake make it more likely to happen. The first 

symptoms of breast cancer are usually an area of thickened tissue in the breast or a 

lump in the breast or armpit. The risk increases with age. At 20 years, the chance of 

developing breast cancer in the next decade is 0.6 percent. By the age of 70 years, this 

figure goes up to 3.84 percent. Women who carry the BRCA1 and BRCA2 genes have 

a higher risk of developing cancer later on. Examples include atypical ductal 

hyperplasia or lobular carcinoma in situ. Other factors could be obesity, radiation 

exposure, hormone treatments, cosmetic implants, and breast cancer survival. Early 

diagnosis and proper treatment can reduce the risk of death. 

Types of Breast Cancer  

There are two main types of breast cancer: In situ-breast cancers have not spread. 

Invasive or infiltrating cancers have spread into the surrounding breast tissue. 

In Situ Cancer 

Ductal carcinoma in situ (DCIS) [XIII] is also called intra-ductal carcinoma and Stage 

0 breast cancer. DCIS is a non-invasive or pre-invasive breast cancer. This means the 

cells that line ducts have changed to cancer cells but they have not spread through the 

walls of the ducts into the nearby breast tissue. Because DCIS hasn’t spread into the 

breast tissue around it, it can’t be spread (metastasize) beyond the breast to other parts 

of the body. DCIS is considered a pre-cancer because sometimes it can become invasive 

cancer. 
 

Lobular carcinoma in situ (LCIS) may also be called lobular neoplasia. In this breast 

change, cells that look like cancer cells are growing in the milk-producing glands of the 

breast (called the lobules) but they don’t grow through the wall of the lobules. LCIS is 

not considered to be cancer and it typically doesn’t spread beyond the lobule (become 

invasive breast cancer) if it isn’t treated. But having LCIS does increase your risk of 

developing invasive breast cancer in either breast, later on, so close follow-up is 

important. 

Invasive (infiltrating) breast cancer 

                 Breast cancer that has been spread into surrounding breast tissue are known 
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as invasive breast cancer. There are different kinds of invasive breast cancer. Some 

kinds are more common than others. 

Invasive (infiltrating) ductal carcinoma (IDC)[XXXIII]:  

    This is the most common type of breast cancer. About 8 of 10 invasive breast 

cancers are invasive (or infiltrating) ductal carcinomas (IDC). IDC starts in the cells that 

line a milk duct in the breast, breaks through the wall of the duct, and grows into the 

nearby breast tissues. At this point, it may be able to spread (metastasize) to other parts 

of the body through the lymph system and bloodstream. 

Invasive lobular carcinoma (ILC): 

                  Invasive lobular carcinoma (ILC) starts in the milk-producing glands 

(lobules). Like IDC, it can spread (metastasize) to other parts of the body. About 1 

invasive breast cancer in 10 is an ILC. Invasive lobular carcinoma may be harder to 

detect on physical exams as well as imaging, like mammograms, than invasive ductal 

carcinoma. And compared to other kinds of invasive carcinoma, about 1 in 5 women 

with ILC might have cancer in both breasts. 

                  There are some special types of breast cancer that are sub-types of invasive 

carcinoma. Some of these may have a better prognosis than standard invasive 

infiltrating ductal carcinoma. These includes: 

• Adenoid cystic or adenocystic carcinoma 

• Low-grade adenosquamous carcinoma (this is a type of metaplastic carcinoma) 

• Medullary carcinoma 

• Mucinous (or colloid) carcinoma 

• Papillary carcinoma 

• Tubular carcinoma 

Some sub-types have the same or maybe worse prognoses than standard invasive 

infiltrating ductal carcinoma. These include: 

• Metaplastic carcinoma (most types, including spindle cell and squamous, 

except low-grade adenosquamous carcinoma) 

• Micropapillary carcinoma 

• Mixed carcinoma (has features of both invasive ductal and lobular) 

Less Common Breast Cancer  

Inflammatory breast cancer is an uncommon type of invasive breast cancer. It 

accounts for about 1% to 5% of all breast cancers. 

Paget disease of the nipple starts in the breast ducts and spreads to the skin of the 

nipple and then to the areola (the dark circle around the nipple). It is rare, accounting 

for only about 1-3% of all cases of breast cancer. 

Phyllodes tumors [XXVII] are rare breast tumors. They develop in the connective 

tissue (stroma) of the breast, in contrast to carcinomas, which develop in the ducts or 

lobules. Most are benign but there are others that is malignant cancer. 

Angiosarcoma-Sarcomas[V]  of the breast are rare making up less than  1%  of  all 
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breast   cancers. Angiosarcoma starts in cells that line blood vessels or lymph vessels. 

It can involve the breast tissue or the skin of the breast. Some may be related to prior 

radiation therapy in that area. 
 

Fig. 1. Benign and Malignant Breast cancer cell histo-pathological image 

 

II.    Residual Learning [XIV] 

                The analysis of the cause and effects of vanishing gradients demonstrates an 

effective solution to enable the training of ultra-deep networks. [XIX] 

Assuming you have a seven-layer network. In a residual setup, you would not only pass 

the output of layer 1 to layer 2 and on, but you would also add up the outputs of layer 1 

to the outputs of layer 2. 

Denoting each layer by f(x), in a standard network y = f(x) 

However, in a residual network, 

y = f(x) + x 

 

 

 

                                      Fig. 2. Residual block 

 

The idea has since been expanded into all other domains of deep learning including 

speech and natural language processing. 

Support Vector Machine (SVM)    

Linear support vector machines (SVM) is originally formulated for binary 

classification. Given training data and its corresponding labels (𝑥𝑛; 𝑦𝑛), n =1…..N, 𝑥𝑛 



 

 

 

 

J. Mech. Cont. & Math. Sci., Vol.-17, No.-11, November (2022)  pp 26-45 

Md. Rakibul Islam et al 

 

32 

 

2 RD, 𝑡𝑛 2 f(1); +1g, SVMs learning consists of the following constrained optimization: 

[XXVIII] 

 𝑚𝑖𝑛𝑤,ξn
1

2
𝑤𝑇 + 𝐶 ∑ ξ𝑛


𝑛=1  

  s. t. wTxntn ≥ 1 – ξn    ∀𝑛 

  ξn ≥0   ∀n 

𝑚𝑖𝑛𝑤
1

2
𝑤𝑇𝑤 + 𝐶∑max(1 − 𝑤𝑇xntn



𝑛=1

, 0) 

The objective of Eq. 5 is known as the primal form problem of L1-SVM, with the 

standard hinge loss. Since L1-SVM is not differentiable, a popular variation is known 

as the L2-SVM which minimizes the squared hinge loss: 

𝑚𝑖𝑛𝑤
1

2
𝑤𝑇𝑤 + 𝐶∑max(1 − 𝑤𝑇xntn, 0)

2



𝑛=1

 

 

Fig.3. Support vector machine explained 

Random Forest    

The training algorithm for random forests applies the general technique of bootstrap 

aggregating, or bagging, to tree learners. Given a training set X = x1 ... xn with 

responses Y = y1... yn, bagging 

Repeatedly (B times) selects a random sample with replacement of the training set and 

fits trees to these samples: [XXI] 

For b = 1... B: 

Sample, with replacement, n training examples from X, Y; call these Xb, Yb. 

Train a classification or regression tree fb on Xb, Yb. 
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After training, predictions for unseen samples x' can be made by averaging the 

predictions from all the individual regression trees on x': 

   f̂=
1

𝐵
∑ 𝑓𝑏(𝑥

′)𝐵
𝑏=1  

An estimate of the uncertainty of the prediction can be made as the standard deviation 

of the predictions from all the individual regression trees on x’: 

    =√
∑ (𝑓𝑏(𝑥

′)−f̂)2𝐵
𝑏−1

𝐵−1
 

The number of samples/trees, B, is a free parameter 

To compute the Gini impurity for a set of items with classes, suppose, and let be the 

fraction of items labeled with class in the set. 

  𝐼𝑔(𝑝) = ∑ 𝑃𝑖
𝑗
𝑖=1 ∑ 𝑃𝑘𝑘≠𝑖  = ∑ 𝑃𝑖

𝑗
𝑖=1 (1-𝑃𝑖) 

 

K-Nearest Neighbor (KNN)  

Parameter selection 

                  The best choice of k depends upon the data; generally, larger values of k 

reduce the effect of the noise on the classification but make boundaries between classes 

less distinct. A good k can be selected by various heuristic techniques. The special case 

where the class is predicted to be the class of the closest training sample (i.e. when k = 

1) is called the nearest neighbor algorithm.[I] 

The accuracy of the k-NN algorithm can be severely degraded by the presence of noisy 

or irrelevant features, or if the feature scales are not consistent with their importance. 

Much research effort has been put into selecting or scaling features to improve the 

classification. A particularly popular approach is the use of evolutionary algorithms to 

optimize feature scaling. Another popular approach is to scale features by the mutual 

information of the training data with the training classes. 

                   In binary (two-class) classification problems, it is helpful to choose k to be 

an odd number as this avoids tied votes. One popular way of choosing the empirically 

optimal k in this setting is via the bootstrap method. 

There are many results on the error rate of the k nearest neighbor classifiers. The k-

nearest neighbor classifier is strongly consistent provided k := kn diverges and kn / n 

converges to zero as n ∞ 

Let Cknn denote the k nearest neighbor classifier based on a training set of size n. Under 

certain regularity conditions, the excess risk yields the following asymptotic expansion 

  ℛℛ(𝐶𝑛𝑘𝑛𝑛)-ℛℛ(𝐶𝐵𝑎𝑦𝑒𝑠)={𝐵1
1

𝐾
+ 𝐵2(

𝐾

𝑛
)
4

𝑑} {1 + 𝑂(1)} 

for some constants B1 and B2. 
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Fig.4. KNN explained 

III.    Overview  

                In our proposed method, firstly we have pre-processed the Break HIS dataset 

using a sharpening filter and data augmentation techniques. We fed the pre-processed 

data to the pre-trained ResNet-50 model. We used the ResNet-50 model as a feature 

generator. The CNN model itself consists of a feature extractor as well as a classifier, 

with convolution and pooling layers working as feature extractors and a softmax [III] 

layer working as a classifier. In this program, we altered the softmax layer to support 

the vector machine classifier, random forest classifier, decision tree classifier, and k-

nearest neighbor classifier, to evaluate the classifier performance of each algorithm 

instead of softmax. 

 

Fig. 5. Block diagram of proposed methodology. 
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Fig. 6. Different types of Breast cancer cell 

 

Generally, in the medical domain, the dataset consists of limited samples due to a 

complicated and expensive procedure of data collection. So it is very challenging to 

access a relevant and large-scale well-annotated dataset. A well-annotated dataset 

provides a common platform for the comparison and validation of purposed models. 

Thus, to develop a robust model, the availability of a large-scale well-annotated dataset 

is the foremost requirement. In this work, a publicly available BreakHis dataset is used 

built in collaboration with the Prognostics and Diagnostics (P&D) Laboratory, Parana, 

Brazil. 

Breast Cancer Histopathological Dataset (BreakHIS) 

The Breast Cancer Histopathological Image Classification (BreakHIS)[IX] is 

composed of 7,909 microscopic images of breast tumor tissue collected from 82 

patients using different magnifying factors (40X, 100X, 200X, and 400X). To date, it 

contains 2,480 benign and 5,429 malignant samples (700X460 pixels, 3-channel RGB, 

8-bit depth in each channel, PNG format). 

                    The dataset BreakHIS is divided into two main groups: benign tumors and 

malignant tumors. Histologically benign is a term referring to a lesion that does not 

match any criteria of malignancy – e.g., marked cellular atypia, mitosis, disruption of 

basement membranes, metastasize, etc. Normally, benign tumors are relatively 

“innocents”, present slow growing and remains localized. Malignant tumor is a 
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synonym for cancer:[XII] lesion can invade and destroy adjacent structures (locally 

invasive) and spread to distant sites (metastasize) to cause death. 

The dataset currently contains four histological distinct types of benign breast tumors: 

adenosis (A), fibroadenoma (F), phyllodes tumor (PT), and tubular adenona (TA); and 

four malignant tumors (breast cancer): carcinoma (DC), lobular carcinoma (LC), 

mucinous carcinoma (MC) and papillary carcinoma (PC). 

                    In the current version, samples present in the dataset were collected by the 

SOB method [XVIII], also named partial mastectomy or excisional biopsy. This type of 

procedure, compared to any method of needle biopsy, removes the larger size of the 

tissue sample and is done in a hospital with a general anesthetic. 

 

Table 2: Samples and number of patients of BreakHIS dataset. 

 

Class Sub 

classes 

Number 

of 

patients 

Magnification 

factors Total 

40x 100x 200x 400x 

 

 

Benign 

A 4 114 113 111 106 344 

F 10 253 260 264 237 1014 

TA 3 109 121 108 115 453 

PT 7 149 150 140 130 569 

 

 

Malignan

t 

DC 38 864 903 896 788 3451 

LC 5 156 170 163 137 626 

MC 9 205 222 196 169 792 

PC 6 145 142 135 138 560 

 

Total 

82 1995 2081 2013 1820 7909 

 

The statistics for this dataset are given in Table 1. In this experiment, we used 70% of 

the samples for training and 30% of the samples for testing. To generalize the 

classification task to perform successfully when testing new patients, we ensure that 

the patients selected for training are not used during testing. 

Sharpening filter 

              Human perception is highly sensitive to edges and fine details of an image and 

since they are composed primarily of high-frequency components, the visual quality of 

an image can be enormously degraded if the high frequencies are attenuated or 

completely removed. In contrast, enhancing the high-frequency components of an image 

leads to an improvement in the visual quality. Image sharpening refers to any 

enhancement technique that highlights edges and fine details in an image. 

              In image processing filters are mainly  used  to  suppress  either  the  high  

frequencies  in  the  image, i.e. smoothing the image, or the low frequencies, i.e. 

enhancing or detecting edges in the image. An image can be filtered either in frequency 

or in the spatial domain. 
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               The first involves transforming the image into the frequency domain, 

multiplying it with the frequency filter function, and re-transforming the result into the 

spatial domain. The filter function is shaped to attenuate some frequencies and enhance 

others. For example, a simple low pass function is 1 for frequencies smaller than the 

cut-off frequency and 0 for all others. 

                   The corresponding process in the spatial domain is to convolve the input 

image f(i,j) with the filter function h(i,j). This can be written as    g(i, j) = h(i, j)f(i, j) 

The mathematical operation is identical to the multiplication in the frequency space, 

but the results of the digital implementations vary since we have to approximate the 

filter function with a discrete and finite kernel. For a square kernel with size M× M, 

We can calculate the output image with the following formula: 

 

  g(i,j)=∑ ∑ ℎ(𝑚, 𝑛)𝑓(𝑖 − 𝑚, 𝑗 − 𝑛)
𝑀

2

𝑛=−
𝑀

2

𝑀

2

𝑚=−
𝑀

2

 

The discrete convolution can be defined as a `shift and multiply' operation, where we 

shift the kernel over the image and multiply its value with the corresponding pixel 

values of the image.  
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       Fig. 7. Convolution kernel for a mean filter and discrete Laplacian. 

In contrast to the frequency domain, it is possible to implement non-linear filters in the 

spatial domain. In this case, the summations in the convolution function are replaced 

with some kind of non-linear operator:    

g(i, j) = Om,n[h(m, n)f(i − m, j − n)] 

For most non-linear filters the elements of h (i, j) are all 1. A commonly used non-

linear operator is the median, which returns the `middle' of the input values. 

The operators included in this section are those whose purpose is to identify meaningful 

image features based on distributions of pixel gray levels. The two categories of 

operators included here are: 
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Edge Pixel Detectors that [XXVI] assign a value to a pixel in proportion to the 

likelihood that the pixel is part of an image edge (i.e. a pixel that is on the boundary 

between two regions of different intensity values). 

Line Pixel Detectors that assign a value to a pixel in proportion to the likelihood that 

the pixel is part of an image line (i.e. a dark narrow region bounded on both sides by 

lighter regions, or vice-versa). 

        Fig. 8 1st row indicates the original image and 2nd row preprocessed image. 

IV.   Data Augmentation 

                 Unbalanced and limited data size is the major challenge in the development 

of robust computer-aided diagnosis (CAD) systems. Data augmentation is an approach 

used in deep models to enlarge the dataset to alleviate the problem of limited data size. 

Some popular data augmentation techniques like flipping, cropping, scaling, rotation, 

interpolation, translation, and noise insertion have already been applied in many 

previous studies. But all augmentation approaches used for natural images would not 

work over medical images, as a lot of medical images are a top-down solved problem 
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Figure 9: Rotation of image about 180° 

                    Since the histopathological images possess rotation and reflection 

symmetry, so there is always a possibility to eliminate some inherent properties from 

the image if other augmentation techniques are used which may cause a loss of 

discriminating features or information. Consequently, for both the full training and 

transfer learning, only rotation is employed as a data augmentation technique. 

Rotations of the images are carried out about their center with the three angles: 90◦, 

180◦, and 270◦. Another advantage of using the augmentation process lies in the 

minimization of overfitting, which is a major issue in the successful implementation of 

a machine-learning model. After preprocessing, we fed the dataset to our pre-trained 

ResNet-50 model. 

Support Vector Machine   

To compute Gini impurity for a set of items with classes, suppose, and let be the 

fraction of items labeled with class in the set. 

  𝐼𝐺(𝑝)=∑ 𝑃𝑖
𝐽
𝑖=1 ∑ 𝑃𝑘𝑘≠𝑖 =∑ 𝑃𝑖

𝐽
𝑖=1 (1 − 𝑃𝑖)=1-∑ 𝑃𝑖

2𝑗
𝑖=1  

Information gain 

Information gain is based on the concept of entropy and information content from 

information theory. Entropy is defined as below: 

  H(T)=𝐼𝐸(𝑃1, 𝑃2…… . . , 𝑃𝑗)=∑ 𝑃𝑖𝑙𝑜𝑔2𝑃𝑖
𝑗
𝑖=1  

Where are fractions that add up to 1 and represent the percentage of each class present 

in the child node that results from a split in the tree. 

  IG(T, a) = H(T) – H(T|a) 

  -∑ 𝑃𝑖𝑙𝑜𝑔2𝑃𝑖
𝑗
𝑖=1 -∑ 𝑝(𝑎)𝑎 ∑ −𝑃𝑟(𝑖a)

𝐽
𝑖=1 𝑙𝑜𝑔2𝑃𝑟(𝑖a) 

Variance reduction 

Introduced in CART variance reduction is often employed in cases where the target 

variable is continuous (regression tree), meaning that the use of many other metrics 

would first require discretization before being applied. The variance reduction of a node 
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N is defined as the total reduction of the variance of the target variable x due to the split 

at this node: 

 

𝐼𝑣(𝑁) =
1

s
2∑ ∑

1

2𝑗€𝑆𝑖€𝑆 (𝑥𝑖 − 𝑥𝑗)
2=

1

St
2∑ ∑

1

2𝑗€𝑆𝑖€𝑆 (𝑥𝑖 −

𝑥𝑗)
2

1

Sf
2∑ ∑

1

2𝑗€𝑆𝑖€𝑆 (𝑥𝑖 − 𝑥𝑗)
2 

 

V.    Performance Evaluation   

                  Once a classification model is obtained by using the aforementioned 

process[33], it is important to assess the classifier’s performance. In this process, 70% 

of randomly selected samples are utilized as the training set and the remaining 30% is 

utilized as the testing set. . Here performance is measured with respect to accuracy 

(Acc), precision (Pre), recall (Rec), F-score (F1). Acc is a measurement corresponding 

to the total number of correct predictions. Pre means the ratio of predicted positives 

that are true positives, Rec denotes the ratio of true positives that can be correctly 

predicted, and F1 is the harmonic mean of Pre and Rec and can reflect the overall 

performance. These definitions of those statistical terms, Pre, Rec, F1, and Acc are 

shown in the following equation: 

 

Pre =
TP

TP+FP
% 

Rec =
TP

TP+FN
% 

Acc=
TP+TN

TP+TN+FP+FN
% 

F1 =
2∗Pre∗Rec

Pre+Rec
% 

Specificity=
TN

FP+TN
% 

 

Where, 

TP: true positive, the classification result is positive in presence of malignancy.  

TN: true negative, the classification result is negative in being benign. 

FP: false positive, the classification result is positive in being benign. 

FN: false negative, the classification result is negative in presence of malignancy. 

According to the above definitions the equations related to specificity (accuracy of 

negative class), sensitivity (accuracy of positive class) 

Accuracy: Accuracy is a scoring measurement of a machine learning model. It is the 

proportion of correctly defined patients. 

Sensitivity: Sensitivity is the proportion of actually the presence of malignancy of 

histological image. 

Specificity: Specificity is the proportion of those who are free from malignant in the 

histological image. 
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Table 3 

 

VI.   Result  

             The performance of the different classifiers is measured from the confusion 

matrix which is obtained after testing the model with BreakHIS [IX, XII] dataset using 

SVM, Random forest, Decision tree, and KNN classifiers. Table 2 shows the accuracy 

and execution time of the four different classifiers we used. Table 3 shows various 

performance parameters of four different classifiers. 

The confusion matrix of SVM, Random Forest, Decision Tree, and KNN is given 

below: 

Table 4: Accuracy and execution time 

 

Model Classifier Accuracy 

(%) 

Execution 

time (sec) 

 

 

 

   Resnet_50 

SVM 84 167 

Random 

forest 

92 41 

Decision tree 78 82 

K nearest 

neighbor 

85 108 

 

         Actual 
 

Predicted 

 

Negative 

 

Positive 

 

Negative 

 

True Negative (TN) 

 

False Positive 

(FP) 

 

Positive 

 

False Negative 

(FN) 

 

True Positive 

(TP) 
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Table 5: Performance evaluation of different classifiers 

 

Classifier Accuracy 

(%) 

Precision 

(%) 

Recall      

(%) 

Specificity 

(%) 

SVM 84 86.9 85.4 81.45 

Random 

forest 

92 94.2 93.3 87.13 

Decision 

tree 

78 80 79.6 75.56 

KNN 85 87.3 86.6 80 

 

 

Figure 10: Test accuracy of different classifiers 

 

VII.    Discussion    

                To evaluate the effectiveness of classifiers, we made experiments on the 

BreakHIS dataset mentioned above. We compare our results with different classifiers 

on the BreakHIS data set. Table 2 gives the classification accuracies of our used 

classifiers for breast cancer classification. As we can see from the results, we used the 

ResNet-50 model to extract features from the dataset. The performance of the classifier 

can be increased significantly by applying fine-tuning for each layer. In this study, there 

were two diagnosis classes: Benign and Malignant which are classified using the 

histopathology images. Classification results of the system were displayed by using a 

confusion matrix. From the above results, we conclude that the classifiers show obtain 

very promising results in classifying breast cancer. We believe that the proposed system 

can be very helpful to physicians in their final decision on their patients. 
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VIII.   Conclusion   

                 This work determines the possibility of knowledge transfer from natural to 

histopathological images, by employing a pre-trained network ResNet-50. For transfer 

learning, features are extracted from the pre-trained model. We have switched from 

softmax to other classifiers namely support vector machine, random forest, decision 

tree, and k-nearest neighbor for the classification of breast cancer. Our main goal was 

to compare the performance of the classifiers on such a large-scale dataset. Due to the 

complex nature of the histopathological image dataset, the performance of the classifiers 

is significantly reduced. In conclusion, we have shown that the random forest classifier 

outperforms the SVM, decision tree, and KNN classifier on the BreakHIS dataset. 

Random forest gains an accuracy of 92% where SVM has 84%, KNN has 85% and 

decision tree has 78% accuracy. 
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