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Abstract 
 

In the subject matter of mathematical statistics, let the domain of mathematical 
activity that draws its inspiration from and nurtures the lead provided by the seminal paper of 
the American Economist and Nobel Prize (1970) winner P.A. Samuelson entitled, “How 
Deviant can you be?” and published in the Journal of the American Statistical Association in 
1968, on the maximum and the minimum deviations, from the mean (denoted presently by m 
and 'm  respectively) in a set of n observations with given mean μ  and standard deviation σ , 
be henceforth defined as the Samuelson Domain.  The present communication is in the 
Samuelson Domain.  A circle theorem in the −σm plane is rigorously established and 
exhibited step by step for the sheer delight of its simplicity and elegance.  A crude first 
approximation yields a result that is inferior to Samuelson’s but a more precise investigation 
of the consequences of the circle theorem shows that Samuelson’s famous work on the 
existence of bounds, for a set of n real numbers, in terms of σμ,  and n can be improved upon 
provided n exceeds a critical value. 

Keywords and phrases : Samuelson Domain, mean, standard deviation, maximum and the 

minimum deviations, critical value 

¢hj§aÑ p¡l (Bengali version of the Abstract) 

N¡¢Z¢aL f¢lpwMÉ¡−el ¢houhÙa¥−a N¡¢Z¢aL ¢œ²u¡l −rœ fËp−‰ Ae¤−fËlZ¡ Hhw flhÑa£ 
Eæu−el fb fËcÑn−Ll Ahc¡e j¡¢LÑe AbÑe£¢a¢hc Hhw −e¡−hm f¤lú¡l ¢hSu£ (1970)  ¢f-H-
pÉ¡j¤Cmpe  (P.A. Samuelson) k¤N¡¿¹L¡l£ fœ “How Deviant can you be?”¢nle¡−j B−j¢lL¡e 
ØVÉ¡¢VpÚ¢VLÉ¡m HÉ−p¡¢p−un−el S¡eÑ¡−m 1968 p¡−ml fËL¡¢na fœ , jdÉL −b−L hªqšj  J 
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r¥âaj ¢hQÉ¥¢a kMe fËcš jdÉL μ Hhw pjL f¡bÑLÉ σ  pq  n - pwMÉL fkÑ−hr−el −p−Vl 
jdÉL ( haÑj¡−e kb¡œ²−j m Hhw 'm  ¢qp¡−h ¢Q¢q²a Ll¡ q−u−R ) z Hlfl −b−L Cq¡−L 
pÉ¡j¤Cmp−el −rœ ¢qp¡−h pw‘¡a Ll¡ q−h z haÑj¡e fœ¢V pLm A−bÑ pÉ¡j¤Cmpe r−œl 
A¿¹ÑNa z −σm  pja−m HL¢V hªš - Eff¡cÉ−L ¢hÙ¹«a i¡−h fË¢a¢ùa Ll¡ q−u−R Hhw 
Cq¡l p¡lmÉ Hhw −p±¾c−kÑÉl ¢höÜ Be−¾cl SeÉ d¡−f d¡−f fËcÑne Ll¡ q−u−R z Af¢lf‚ 
fËbj Bpæj¡−e (A crude first approximation) HL¢V gm¡gm fËc¡e L−l , k¡q¡ pÉ¡j¤Cmp−el 
j¡e −b−L ¢ejÀal ¢L¿¹¥ hªš-Eff¡−cÉl f¢le¢al BlJ A¢dL kb¡kb Ae¤på¡e −cM¡u −k    
n - h¡Ù¹h pwMÉ¡l −p−Vl SeÉ p£j¡hÜa¡l A¢Ù¹−aÆl Efl pÉ¡j¤Cmp−el ¢hMÉ¡a L¡S¢V−L  m, 
σ    -Hl  n - f−cl p¡q¡−kÉ Eæ£a Ll¡ k¡u k¢c n œ²¡¢¿¹L j¡e−L A¢aœ²j L−l z  
 

1. MATHEMATICAL ANALYSIS 

Let the discrete random statistical variate x take n values n321 x,,x,x,x  such that 

bxxxxxxa n ==== max321min ,,, .  We define the mean μ , the standard deviation σ  

and the range r, of the variate x as 
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and abxxr minmax −=−= .       (3) 

The two well-known theorems are then valid in the above context. 

Samuelson’s (1968) Theorem on the Existence of Bounds in terms of σμ,  and n : 

 The minimum of the above set of real numbers is bounded below and the 

maximum is bounded above in terms of their mean μ , standard deviation σ  and the 

number of values n. 

 



J.Mech.Cont. & Math. Sci., Vol.-8, No.-2, January (2014) Pages 1210-1216 

 1212

 

Samuelson’s theorem implies that 

 n,,3,2,1iallfor1nx1n i =−σ+μ≤≤−σ−μ    (4) 

or equivalently 

 niallfornxi ,,3,2,1)1()( 22 =−≤− σμ .    (5) 

We therefore have 

 22
i)i(

2 )1n()x(maxm σ−≤−μ= .      (6) 

Banerjee-Shandil (1995) Semi-Circle Theorem 

 The point ),( σμ  must of necessity lie within the semi-circle in the upper half 

of the −μσ plane which has the range of the variate x as diameter. 

Banerjee-Shandil Semi-Circle Theorem implies that 
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Although ultimate priority seems hard to pin down there is no denying the fact that the 

present geometrical version of the statement of inequality (7) was first published, in 

the context of statistical analysis, in the year 1995, in the Journal of the Bharat Ganita 

Parishad, by Banerjee and Shandil. 

 We now make use of the above two theorems to establish the main result of the 

present paper. 

Theorem on Circle of Freedom for the point ),( σμ : 

 The point ),( σm  in the −σm plane must necessarily lie within the circle 

whose centre is at ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ − r
2

1n,0  and radius equal to r
2

1n − . 

Proof. Consider two mutually exclusive cases namely (a) 
2

ba +
≥μ  (b) 

2
ba +

<μ . 

When case (a) is valid, we have 
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 b
2

ba
≤μ≤

+ , since ba ≤μ≤ . 

Further, since )(max
)( ii

xm −= μ , it follows that 
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)()( iiii
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2
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Inequality (9) implies that 
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−μ≤− ,      (10) 

which upon using Banerjee-Shandil semi-circle theorem yields 
2222 RRm2Rm σ−≤−+ .       (11) 

When case (b) is valid, we have 

 
2

baa +
<≤ μ , since ba ≤μ≤ . 

Further, since )(max
)( ii

xm −= μ , it follows that 

 )(max)(max
)()( iiii

xxm −=−= μμ  

       b−= μ , since 
2

ba +
<μ , 



J.Mech.Cont. & Math. Sci., Vol.-8, No.-2, January (2014) Pages 1210-1216 

 1214

       bbaba
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       R
2
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+

+
−μ≤ , where 

2
rR =   

which is same as (9) and in this case also we obtain (11).    

  

Now using Samuelson’s theorem on bounds, we derive from inequality (11) that 

0R1n2m 22 ≤σ+σ−− .       (12) 

Let snR =−1 , inequality (12) gives 

0s2m 22 ≤σ+σ− .        (13) 

Adding 2s  to both sides of inequality (13), we get 
2222 ss2sm ≤σ+σ−+ ,       (14) 

that is, 
222 s)s(m ≤−σ+ ,        (15) 

and hence the theorem. 

Theorem on conditional superiority of the present bound on 2m  over that of 

Samuelson’s: 

 If 
σ

≥
s2n  

 

then 

 222 )1n(s2m σ−≤σ−σ≤ . 
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Proof. Since 
σ

≥
s2n , we have 

 σ≥σ s2n 2 , 

that is, 

 222 ns2 σ−σ≤σ−σ .        (16) 

Combining inequalities (13) and (16), we derive 

 22222 )1n(ns2m σ−≤σ−σ≤σ−σ≤ ,     (17) 

and hence the theorem. 

An Example of the illustrative case: 

Let }x,,x{D n1=  he any distribution 

 maxn1min xbx,,xxa =≤≤= . 

Let 

 ∑
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=μ
n

1i
ix
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1  and ∑

=

μ−=σ
n

1i

2
i

2 )x(
n
1 , 

 
2

xx
R minmax −=  and 1−= nRs . 

Suppose, in the −μσ plane, the point ),( σμ  lies inside the triangle ABC 

where ⎟
⎠
⎞

⎜
⎝
⎛ +

=== R,
2

baCand)0,b(B),0,a(A  

then 

 a≥σ−μ  and b≤+σμ .                                                                  (18) 

Let k be any positive  integer. 

Let 'D  be the distribution ( ) ( ) ⎭
⎬
⎫

⎩
⎨
⎧ ++−−

termsktermsk
xx n

σμσμσμσμ ,,,,,,,......,1 . 

Let s,R,,,x ′′σ′μ′′  correspond to D′ .  Then 

(i) knn 2+=′ , 
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It follows that for sufficiently large value of k 

 
σ

>
′
′ 2

s
n  i.e. 
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′
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s2n . 

It is well known that corresponding to every point ),( σμ  inside the triangle ABC there 

is a distribution of the type D.  Thus there is a large class of distributions satisfying 

 
σ

>
s2n . 
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