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Abstract 

Smartphone with the Internet is the most common item today and it provides 
the best online platform for businesses to trade their goods. Customers are more 
comfortable with online shopping and banking transactions, which are enough for 
hackers to cheat. Phishing attacks are now very common for smart phones. These 
attacks come in a variety of ways to steal customer sensitive information and payment 
information through fake Short Message Service(SMS) or E-Mail or Uniform 
Resource Locator (URL) links or applications(APPs). Therefore, the end user needs 
to know a few precautions to avoid phishing attackers. This paper explicitly discusses 
phishing attacks by their behavior and proposes a parallel defending approach to 
classifying messages as harm or spams using the Graphics Processing Unit (GPU) 
platform, which is achieved in logarithmic time of O(n log n) and also discusses the 
future scope. 

Keywords: Smartphone, Phishing, Mobile Security, GPU, Parallel avNNet, 
Smishing. 

I.    Introduction 

Phishing is a cyber security threat with the help of social engineering 
techniques to trick internet users into disclosing personal and confidential 
information. Phishing attacks on smart phones are increasing day by day. In 2019, 
5,4,8,288 phishing sites have reported to the APWG. Agari documented that 62% of 
BEC (Business E-mail Compromise) attacks demanded funds in the form of gift 
cards, 56% in the third quarter of 2019 and 65% in Q2. 16% of attacks requested 
payroll diversions, down from 25% in Q3. 22% of BEC attacks include requests for 
direct bank transfer [IV]. Most of the areas Sensitive user credentials are essential for 
every end user to enjoy using the Internet for e-commerce and online banking 
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transactions. Compared to computer system users, smartphone users are at least 3X 
more prone to phishing attacks and because of smaller screen, lack of identification 
indicators, input inconvenience to users, switching between apps, habits and 
preferences of mobile device users [III]. Many hackers easily attacked by phishing 
attacks by using software, hardware restrictions, and consumer carelessness. 
Manyusers do not know the phishing attacks and how to prevent it [XLVIII]. As per 
Symantec, 2017 study 44% of users doesn’t know the smart phone security system 
[XLVI].  

Attackers attempt to steal information by sending SMS (Short Message Service) 
messages or E-Mails or URL links or APPs and redirect the user to unauthorized 
websites, whereby they may collect bank credentials or personal information [XI]. 
These unauthorized sites are difficult for users to find because it is very similar to the 
original sites. The user is facing a major problem with embedded malware, and they 
are pre-packaged applications where they can unknowingly collect sensitive 
information from users and pass it on to hackers. Additionally, many users are 
downloading promoted malicious apps and are unaware of the phishing malware it 
contains [XVI]. 

 Manufacturers of consumer smart phone devices do not verify the authenticity of 
URLs to run their businesses [IX]. The phishing attackers use the user's inabilities. 
Most smart phones have an Android operating system, so phishing attacks mainly 
attack the Android operating system [XXVII]. Most smart phone users not technically 
equipped and are unaware of phishing attacks on phones. According to researchers, 
the causes of phishing attacks are: 1) Most portable devices have difficulty checking 
hyperlinks. 2) Consumers are not aware of options to prevent phishing attacks. 3) 
Requires user credentials for application interfaces that an attacker can easily follow 
[XL]. The foregoing causes continue and linked to ongoing problems with phishing 
attacks on phones. As attacks continue to evolve, detection methods must search 
everywhere from vandalism and log data to databases [XXI]. 

Over ten months, Cui et al. [XVI] and other monitored 19,066 phishing attacks 
reported on PhishTank. Of those, about 90% of attacks are similar, but are duplicates 
or deviations of earlier recorded attacks that already stored in the database. At 
present, there is a great deal of restriction on the need to examine the current state of 
mitigation methods and understand the limitations and implement a new solution. In 
an instance, Wardman et al. [L]has tested on PayPal's payment for phishing attacks 
through the defense mechanism's in real time campaigns.Goel et al. [XXV] discuss 
the different smart phone phishing attacks and defense practices. 

This paper classifies anti-phishing policies and also discusses current solutions to 
reduce the impact of phishing attacks on smart phones. In addition, this paper focuses 
on detecting phishing attacks as early as possible. 

II.    Motivation  

To get a broader view of the safety requirements discussed below, we 
conducted a literature survey of papers relating to Phishing and Smishing. 
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History 

In 1996, it’s called "phishing" because of a major fraud involving a registered 
case of fake credit cards on the American Online (AOL) website [XXXVIII]. 
Attackers use AOL system as a resource because AOL accepts credit card accounts 
with no authentication. AOL has found that for paying services, these credit cards are 
not very valid and the accounts are fake. As a result, it withholds the accounts. 
Following this, AOL began verifying credit cards correctly. This caused the attacker 
to find other ways to get AOL accounts. Subsequently, without using fake accounts, 
the attackers stole AOL users' passwords through emails or messages from AOL 
employees and by using various services on behalf of lawful users [XXIX]. 

Phishing attacks have increased over time in the history of hacking. Here's how 
the evolution of phishing attacks has used the Internet. Algorithm-Based Fishing in 
1990: In the early 1990s, AOL detected phishing attacks. The first phishing attackers 
implemented an algorithm to generate random credit card numbers from AOL 
accounts to get actual card matching. Once matched phishing attacks were beginning, 
and after 1995 the scandal erupts. Email Phishing in 2000: Most of the phishers are 
more sophisticated and technologically advanced. They have adopted inexpensive 
methods to attack customers.In the same year, a phishing email hit PayPal asking 
users to compromise their accounts and verify credentials. Phishing by HTTPS in 
2018: In the past, phishing went through two main ways: email phishing and domain 
spoofing. Over time, attackers are using new types of phishing methods. This paper 
provides the full overview of phishing attacks [XXVIII]. 

Phishing Life Cycle 

It involves the following steps in phishing life cycle [Fig. 1]:Planning phase: 
An attacker selects a communication channel to begin a phishing attack. This channel 
may be a phishing webpage, phishing application, email or an SMS with a malicious 
link. 

 

Fig. 1:Phishing life cycle. 
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An attacker sets a target for a person, company or country, and collects information 
about them by physically visiting or monitoring them. Once that attack method has 
selected, it would be identified as a malicious app or SMS. 

Phishing Phase: At this stage, it communicates information to the victim. An 
attacker sends phishing matter to the user’s device using illusory SMS or emails 
posing as a lawful source. 

Penetration Phase: After the user opens the published content, the login page 
appears which redirects to a phishing webpage and asks for personal information or 
downloads a malicious application, making it vulnerable to an attacker. 

Data-Gathering Phase: An attacker gains access to the device, collecting user 
information through malicious applications for a fake login page. They install if 
malware on the device, the attacker will collect the information that he wants from 
the device and Attackers can use gained information for financial benefits or other 
intent. 

Phishing Categories with Behavior  

It classifies the attacks according to the phishing channel as shown in Fig.2 
[XXV]. Here, it discusses social engineering phishing practices and their behavior: 1) 
Vishing: Vishing attacks usually done by phone calls, where it used for voice attacks, 
which we call a "vishing" combination of voice and phishing. 

 

Fig.2:Mobile Phishing Categories 

Phishers communicate confidently with the user after receiving some information 
about them from the social network. That way hacker can hack some sensitive 
information from users. 2) Smishing: Smishing is one of the easiest phishing attack 
and which would do by SMS alerts. User may receive fake order details or gifts SMS 
with a cancellation link from attackers to gather sensitive information. 3) Search 
Engine Phishing: Attackers create specific or attracted keywords in the search engine 
to attract users' attention where fake web pages are. It opens the affiliate link after the 
user clicks the keyword and it hooks them up to the attacker. This attack has called 
search engine phishing.4) Spear Phishing: This attack differs from traditional 
phishing. They usually send emails to millions of users targeting a specific user.These 
attacks were severe because the attacker collects user's information from a variety of 
sources, such as social media profiles, organizations, and company websites.5) 
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Whale: Whale attack is like spear phishing, but the target group is more specific and 
limited in this phishing attack. 

In this attack often choose top management positions such as CEO, CFO, COO or 
others. They have usually called "whales" in terms of phishing.As per APWQ report, 
the most targeted sector for phishing here is technology, banking and healthcare 
because of two main factors: it shows large numbers of consumers and high reliance 
on data in Fig.3 [IV]. 

Mobile Phishing Protection Policies 

In this section, we discuss different approaches for identifying and protecting 
phishing attacks on smart phones. Different anti-phishing solutions are presented 
Table 7 in [XXV]. 

Most of the smart phones are having problems with the internet. Therefore, 
consumer education is important here to gain an understanding of phishing attacks. 
Education-based policies include online training through alerts and games. They can 
alert by identifying passive and active users. Passive users may not pay attention to 
warnings, and this will be less effective and active users will be more effective. 
Proper guidance and training required for the customer through mobile games is 
essential to prevent phishing attacks. 

 

Fig. 3: Most targeted sectors Q4 in 2019 

There are various methods to train the customers. Various mobile games are 
being developed to educate consumers about the concept of phishing attacks.As the 
use of Internet technology has increased, the risk of piracy attacks on mobile device 
users has increased. User gets guided by playing a game which being developed to 
aware the phishing attack [V]. These games educate users about phishing emails and 
URLs to detect fake and legitimate emails and URLs. Anti-phishing game developed 
in Google App Inventor Emulator to educate the user. It fixes this game to prevent 
phishing attacks [VIII]. They create gaming by combining conceptual and procedural 
knowledge to educate consumers [VII]. This approach integrates "self-efficacy" with 
the anti-phishing education game to improve user behavior to prevent phishing 
attacks and other approaches have discussed in [VI, LII]. 
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Related Works 

SMS (short messaging service) is a standard communication mechanism for a 
user without mobile internet and is a very common tool for mobile worldwide. This is 
because it is a much more affordable and more effective channel than email services 
[XV]. However, the attacker has focused on this service to perform malicious 
activities and has caused trouble for consumers and service organizations [II, 
XXXVII]. Over the past few years, researchers have developed a variety of 
techniques to detect SMS phishing using machine learning techniques. However, 
most of the procedures for classifying spam SMS are in the early stages [XXX, 
XXXIII].In this section; we discussed recently published spam detection methods 
with pros and cons. 

 Zainal et al. [LIII] introduced the Bayesian method using the Rapid Miner 
and Weka tool; they used two freeware tools to experiment. Their research showed 
that the two tools yield nearly identical results in the same dataset with the same 
clustering and classification methods. El-Alfy et al. [XX] Spam Detection has 
introduced on email and SMS platforms with different methods to achieve best results 
with less complexity. They developed it using the methods of Support Vector 
Machine (SVM) and Naive Bayes. Eventually, they analyzed the performance of their 
methods across five SMS and email datasets. Nuruzzaman et al. [XLVII] proposed 
for SMS spam detection technique. They have found performance for the evaluation 
of the text spam detection technique of text classification technology. They have 
developed it in their filtration training and update process. It well shows the result of 
the method is well when SMS is low storage. Chan et al. [XII] has proposed two 
approaches for identifies the SMS spam and this targets on weight and length of the 
messages.Uysal et al. [XLIX] proposed an approach called hybrid method of chi-
square and information gain algorithm for feature selection purposes for filtering the 
spam SMS.For this purpose they have taken the Android platform and based on two 
different Bayesian classification methods. It categorizes messages as harm and spam. 

 Serrano et al. [XXXIX] Introduced new technology to filter spam according to 
external writing style. Here, they protect the writing styles of spam and harm using 
sequential labeling and term clustering extraction techniques. They achieved good 
classification on the WEKA platform. Junaid[XXXI] introduced a method for 
detecting spam messages using evolutionary learning classification. They developed 
this method with a hexadecimal format to extract two properties. They also examined 
evolutionary and non-evolutionary classifications. Finally, 89% accuracy 
classification was performed in their approach. Hidalgo et al. [XXVI] developed 
Bayesian detection methods for English and Spanish datasets to classify spam in 
emails and messages. Chowdhury and Jain [XIII] implemented a system with high 
performance for identifying SMS spam andfor their experiment the True Positive 
(TP) rate, False Positive (FP) rate; Accuracy and F-measurement have calculated. 
Here, they presented various classification techniques out of them the Random Forest 
technique with the best TP rate of 96.1%.Suleiman and Al-Nayamats [XLV] have 
developed a new method for filtering spam messages using the HBO framework, and 
the detection of spam messages with feature selection on various machine learning 
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algorithms have done. Finally, the Random forest algorithm achieves the highest 
classification accuracy with 96%. 

  Here is review recently proposed procedures for identifying and filtering SMS 
spam messages with their vulnerabilities and limitations. According to the literature, 
there is no comprehensive approach to addressing the problem effectively, which 
means they are not accurate enough. Therefore, this paper proposes a high 
performance machine learning method for detecting SMS spam messages with the 
best classification accuracy. 

III.    The Proposed Method 

Research on machine learning in GPUs precedes the resurgence of recent 
deep learning. CUDA's creator, Ian Buck, experimented with 2-layer fully connected 
neural networks in 2005, before joining NVIDIA in 2006 [XLII]. Subsequently, 
convolutional neural networks have developed on the graphics processing unit (GPU) 
platform, and here we have observed high performance over high-optimized CPU 
implementations [XIV]. The release of the first CUDA toolkit brought general-
purpose parallel computing to GPUs. At the beginning, CUDA was only accessible 
through C, C++, and FORTRAN interfaces, but in 2010 the upstream library made 
CUDA available through Python [XXXIV]. Typical Structure of CUDA As shown in 
[XLIV], there are many types of memory used to construct the structure. 

 In this section, we first describe the dataset and feature extraction process, 
followed by the proposed method. 

Data Collection 

Here, we have used a dataset with 5,574 text messages, which have classified 
as spam or harm (legal). These data are publicly available in the UCI Machine 
Learning Repository [XIX]. Of them, 747 messages are of spam type and 4,827 are of 
harm type. It shows the results in two parts, the content of the message and its type. 

Feature Selection and Extraction 

This is a critical step because the feature selection and extraction algorithm 
can significantly affect the performance. Therefore, it is effective to categorize the 
most challenging task to identify the useful features from the messages. Therefore, 
the selection and extraction of the best features should improve and produce the 
detection rate [XXIV]. 

Kaldi [XVII] has two neural network stages. It develops these two stages in 
parallel in this paper on parallel computing platform. In the first stage they 
implemented a parallel pre-training method [I, XXXII] called Restricted Boltzmann 
with sequence-discriminative [XXII]. This method uses the general-purpose 
computing on graphics processing units (GPGPU) [XXXVI] for the parallel training 
of Natural Gradient Stochastic Gradient Descent (NG-SGD) [XVIII]. In the second 
stage [LI] the training dataset comprises multiple CPUs. It has developed through a 
set of GPUs for training and it uses layer-wise non-discriminatory pre-training. The 
PyCUD Aprogramming language [XXXV] is used to develop the parallel average 
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neural network model (avNNet)[XLIII, XLI]. This allows the GPGPU environment to 
run. Henceforth, select prominent features from the message to identify harm and 
spam, for which we need some sample dataset or feature set, as specified in [XXIII]. 

It has adapted this method adapted to artificial neural networks because it made 
up of neurons and helps solve many real-world problems. The main purpose of this 
approach is to detect SMS messages as harm or spam. This has done with high 
accuracy and high performance with the help of a parallel averaged neural network 
model.  

 

Fig. 4: A structure of Parallel Proposed model 

 

Fig. 5: Architecture of parallel processing in CUDA 
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Therefore, in the first stage, we gathered the dataset and finalized the 
experimental features. Subsequently, the selected and extracted features from all the 
SMS messages in the dataset were used to create feature vectors in parallel, which 
were used to train and test the proposed model. Finally, we applied the features to 
classify SMS messages by the proposed model, shown in Fig 4. Figure 5 is a general 
purpose distribution with GPU computing architecture. 

Initially, it pre-processes SMS spam data on all nodes and detects the feature 
selection and extraction step. Since each node simultaneously activates the data and 
forwards it to the training model section. We can interpret the SMS spam message as 
harm and spam. 

Experimental Setup 

It developed the proposed model using the PyCUDA programming language 
on the GPGPU platform. The parallel avNNet method has implemented and it 
contains a hidden layer which concludes the decision using the SMS spam message 
information received from the predictors. Eventually the average output in Fig.4 is the 
output of five individual models. We executed two out of five in parallel. 

 We know that neural networks triggered by hypermeters, such as the number of 
hidden neurons in hidden layers/ values, limit the weight of neuronal connections. We 
applied grid searches to find the decay variable value and the correct set of hidden 
neurons. The achieved result of this process was used to tune the model. Other 
parameters such as size, bagging, regularization and maximum iterations have used.  

To get reliable results, we divide 80 percent of the data for training and 20 percent for 
validation. To improve model performance in predicting unknown cases, we used the 
well-known k-fold cross-validation method with model k = 10 for model training. As 
in [XII, LII] we considered, the predictive measurements have performed to 
determine performance, accuracy, recall value, and F-measure. 

IV.    Result Analysis 

We calculated the performance of the proposed model based on a series of 
experiments to detect SMS messages. The main aim of the model is to separate 
messages into harm or spam in a short time with high performance. Initially, we need 
to identify the features of harm and spam messages. With that help, we create the 
feature vector. Extracts features from subsequent messages and applies them to the 
proposed procedure to get performance metrics. Finally, the output of the proposed 
model has compared to the same dataset with several latest classification algorithms.  

 It presents the result of all methods of Table 4 in [XXV]. Performance metrics 
show that the parallel average neural network model achieves high performance in a 
short time. The proposed model achieves 0.9884% accuracy and 0.9929% F-measure 
rate, respectively, and it performs better than other classification methods. It 
described the time complexity of a parallel gradient batch per unit in [X]. 
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Where in eq.1&2, b has denoted as the number of samples in a batch, N is for 
computing nodes, n is the number of network connections in a batch, 𝑙 is the number 
of layers, t is the time for computing a connection in a forward neural network. 

 

Fig. 6: An example of parallelism with speedup 

T is the communication time between the network nodes and the paired nodes in the 
data size n. Let T=T0+α.n. The load has distributed evenly for the computation and 
communication of the nodes. The time complexity of this algorithm becomes 
logarithmic of O(n log n).       
 We can see the correspondence between the two sets of lines can be. Peaks arise 
along the node axis, either by adding another node in the tree or by dividing the b 
patterns into computing nodes. Communication costs become less important as batch 
size increases to achieve better efficiency in the parallel.The expected speed were 
there at N = 50 with b = 100 in this example, as see in fig.6.This approach works best 
in a large dataset rather than a small one. 

V.    Conclusion 

This paper aims to determine whether SMS messages are of harm or spam 
type after applying a content-based approach to parallel averaged neural networks. 
The UCI SMS Spam Dataset was used to extract features from 5000 messages in this 
experiment, and we did these in parallel. We have applied the method of parallel 
average neural networks to classify harm and spam messages into two categories on 
captured features. Experimental results show that the message class has highly 
correlated and that the Parallel Average Neural Network approach has efficiently 
characterized with improved accuracy and high F-measurement rate. In addition, we 
have compared the proposed model to recently proposed average neural network 
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algorithms for classification accuracy and F-measurement in the same dataset along 
with the time complexities. The time complexity of this algorithm is O (n log n). 

 The paper's results show that classifying spam messages based on content-based 
features is a more useful metric because most spammers use suspicious content in 
their messages. One limitation of this research is that it improves the accuracy and 
performance of the proposed model by assessing the use of large datasets. 
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