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Abstract 

India is a country of having versatile language and culture. Here, people 
speak in 22 different languages. With the help of Google Indic keyboard people can 
express their sentiments about any product, news, incidents, laws, games etc. over the 
social media in their native languages from individual smart phones, tablets or 
laptops. Sentiment analysis (SA) itself is a tough job, while multilingual SA is even 
harder as the style of expression varies in different languages. Among the existing 
approaches of SA till now the machine learning approach through neural network 
has overcome the limitations of others. The main aim of this paper is to represent a 
detailed study of the outputs generated from three different models implemented using 
Convolution Neural Network(CNN), Simple Recurrent Neural Network(RNN) and an 
amalgamated model of CNN and Long Short Term Memory (LSTM) without worrying 
about versatility of multilingualism using 2600 sample reviews in Hindi and Bengali. 
It is anticipated that the experimental results on these realistic reviews will prove to 
be effective for further research work. 

Keywords : Machine learning, Neural Network, Sentiment Analysis, Multilingual 
Tweets. 

I.     Introduction 

Today’s Internet users like to furnish their opinions as comments, feedbacks, 
questions, requests etc. in different websites or social networking media. Sentiment 
Analysis is the task of extracting information by NLP and analyzing them as positive 
or negative reviews in large number of documents. In general, SA plans to decide the 
demeanor of a speaker or an author with respect to a subject or the general tonality of 
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a record. From the sentiments hidden in those reviews the researchers can infer great 
information. 

Until now the researchers have found a large number of machine learning models that 
can be applied in NLP differently. Among them Deep Learning approach have been 
qualified to obtain very high accuracy across many other different NLP models. 
These models can frequently be prepared with a single end-to-end model and don't 
require conventional component explicit characterization. Neural system models have 
accomplished predominant outcomes on different language-related commercial 
applications when contrasted with customary machine learning models like SVM or 
logistic regression or Multinomial Naïve Bayes models. [XVII]. 

Indian native languages are very scarce resourced language. Proper datasets and 
sentiment lexicons are not developed well and hence are not available for research 
work. Thus SA of multilingual tweets or blogs is very difficult job in traditional 
lexical analysis of supervised models of sentiment polarity analysis. India has a 
population of 130 crores speaking in about 22 different languages. As per 2011 
census in urban India with an estimated population of 4.55 crore, it has been found 
that already 2.95 crore people are using the internet and from the rural areas of India, 
with an estimated population of 9.18 crore, about 1.86 crore people are using interne. 
India is the second largest online market, ranked after China. Hence in social media 
like Facebook, Twitter, YouTube, Amazon, Flipkart etc. the reviews in the local 
language of Indian people bears a very significant consequence over international 
promote. Analyzing the polarity of these multilingual reviews in machine learning 
method has been propped easier than traditional lexical analysis models as it is 
independent of the grammar of different languages. 

As English is the most widely spoken language in the world, the researchers have 
done SA mostly on English. But work in native or regional languages is limited. In 
this paper, we aim to present a details study of the features of different Neural 
Network algorithms and analysis of their outcome in achieving best accuracy in 
minimum time. The datasets for two popular Indian languages, Bangla and  Hindi 
have been combined after downloading from https://doi.org/10.3390/data3020015[II] 
and also from Twitter API . CNN has a convolutional layer to obtain information by a 
bigger bit of content, so we work for sentiment analysis with convolutional neural 
system, and after designing a simple convolutional neural network model we test it on 
the Bengali and Hindi datasets of the reviews of Restaurants and Cricket matches. We 
further have tested the same dataset to a second model created by Simple RNN and 
successively a third model of LSTM followed by CNN layers. And the result shows 
that it achieves better accuracy performance in twitter sentiment classification than 
some of traditional method such as the SVM and Naive Bayes methods. The results 
and comparison charts are included in this paper. 

This paper provides a description of related work on multilingual text analysis and 
details methodology and comparison of CNN, RNN and LSTM.. A later part of the 
paper explains background discussion about application of Convolutional Neural 
Network in NLP and also Recurrent Neural network with help of Long Short term 
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Memory model. In the next part we furnish flow-diagram and table of results from 
different models with different number of sample tweet texts and different size of 
training batches. 

II.    Related Work  

Till now various machine-learning techniques are used for document level sentiment 
polarity detection [XIV-XX], while more linguistically motivated approaches are 
used for more fine grained analysis [IX-XIX]. Researchers have also studied 
sentiment analysis of review documents in specific genres: blogs [XVIII], discussion 
boards or forums [XIII], user reviews [VI] and expert reviews [X]. 

The authors have used Multinomial Naïve Bayes algorithm trained using n-gram and 
SentiWordnet features[III] with an accuracy of 45% using the data sets collected 
from SAIL MIKE2015[IV]. 

Chowdhury and Chowdhury did a work sentiment analysis of Bengali tweets [XXV] 
using Support Vector Machines (SVM) and Maximum Entropy (MaxEnt) on a 
combination of various features set and later on compared the performance of these 
two machine learning algorithms. As a result, they secured a high accuracy of 93% 
using SVM against a feature Unigram+Emoticons (Emotion Symbols). But, their 
work for only some specific features (like emotion symbols) performs well while in 
real life these features don’t appear in every sentence. Their proposed system is also 
not suitable for analyzing complex sentences. 

Hassan et.al., worked on not just standardized Bangla, but Banglish (Bengali words 
added with English words) and Romanized Bangla using Deep Recurrent Model 
more specifically Long Short Term Memory [II] with an accuracy of 78%. 

The author in [XXIX], [XVI] implemented SA of comments written in Bengali 
language using Deep Convolution Neural Network. A sentence is represented as n x 
k matrix where n is the number of words in the tweet and k is the dimension of the 
word vector. Their model is supposed to be better than previous model of Deep 
Belief Network. 

Socher et al. [XXIV] has brought in Sentiment Treebank that includes fine-grained 
sentiment labels for 215,154 phrases in the parse trees of about 12thousand 
sentences. They used a recursive neural tensor network (RNTN) that predicts fine-
grained sentiment for all nodes in the parse trees of sentences. Sentiment label 
assigned at the root of the parse tree of a sentence is considered as the label of the 
sentence. They showed that the RNTN performs better than futuristic sentiment 
classification approaches when it is tested on a test set of positive and negative 
sentences. 

To build the entire system in ASIC we are making the system binary number 
compatible. For that we are selecting the word length and all co-efficient as 16 bit 
binary number. 
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III Background Discussion 
Before we proceed, let us discuss about the features of some neural network 
algorithms that we have used for comparison in this paper. The researchers have 
considered Deep learning as a part of machine learning for the last few years. 
Through deep learning various crucial human life application is implemented like - 
Automatic Speech recognition, Face recognition, Human Language processing 
[VII]. Two prime neural networks that are used to implement deep learning 
features are Convolutional Neural Networks and Recurrent neural networks.  

CNN which is a feed forward neural network has proved to be the best in case of 
image processing still now as it contains 4 layers: Convolution layer, (Rectified 
Linear Unit) layer, Pooling and Fully Connected Layer. Every layer has its own 
functionality and performs feature extractions and finds out hidden patterns. CNN 
performs text classifications using word embeddings. The convolution process is 
applied in 2D matrix where each row represents a word. The author applied filters 
that slide over rows of the matrix that covers full word [XXVIII]. Later on, a 
pooling technique is applied on the generated feature maps with an activation 
function. Pooling will result in a feature vector for individual feature map. Then all 
the feature vectors will be concatenated into one a big feature vector. At the end, 
the big feature vector is fed into a fully-connected layer for regularization and 
classification.  

While the RNN or Recurrent Neural Network takes two inputs, the present data 
and the previous state of output for which the next output depends on. In most of 
real life situation of human being is like that. The researchers have found that CNN 
works on the spatial data (images) and RNN works well on sequential data. 
Recurrent neural networks were usually difficult to train. The Long Short Term 
Memory, or LSTM Network maybe the best RNN on the grounds that it defeats the 
issues of preparing a repetitive system and thus has been utilized on a wide scope 
of uses [XII][XI]. LSTMs help preserve the error that can be back-propagated 
through time and layers. 

IV Proposed Algorithm and Flowchart 
We have followed the following common approach for conducting the experiments 
and result analysis. Fig.1 depicts the flow diagram of the implementation process. 
 

Step-1: Preparation of DATASET 
 

The dataset for our work is collected from of Bengali and Hindi tweets downloaded 
from Twitter API. The language filtering of the received posts is supported by 
Twitter API. The optional language parameter in the Twitter Search URL was set to 
‘bn’ to extract only Bangla tweets and to search Hindi tweets we set it to ‘hi’. We 
also collected some datasets from [II] and combined it with twitter data. After 
collection we split 80% of these dataset into training set and 20% as test set. 

Step-2: Preprocessing of the Texts 

a) Tokenization - Tokenization is a process of extracting tokens (terms / words) 
from a corpus. Python’s library Keras has inbuilt model for tokenization which can 
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be used to obtain the tokens and their index in the corpus. 
b) Normalization - Identifying punctuation marks, elongated words of both Bengali 
and English words. 
c) Labeling - We label the positive tweets as 1 and negative tweets as 0 and then 
combine it into single set. 
 
Step-3: Building up three similar Neural Network Models. 
Step-4: Train the Model with training data and label it. 
Step-5: Compile the model. 
Step-6: Test the model with test data to show accuracy. 
We have implemented three models using Neural Network and tested the models with 
datasets of different number of samples of Bengali and Hindi randomly and furnished 
the results in the Table 1 and Table 2. 
Model-1: Using Traditional Convolutional Neural Network. [XXVIII]. 
Model-2: Using Recurrent Neural Network [VIII]. 
Model-3: Using a convolutional layer before LSTM network to reduce the filtering 
time. [XI] 
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Fig.1 - Flow Diagram of the Sentiment Analysis Model. 

V. Simulation Result and Analysis 

We have found the following result after analyzing and testing the models with 256 
batch size of training data. Table 1 shows the accuracy score and the execution time 
(in seconds) from creating the model up to validation of test data. 
 
Table 1 - The variation of accuracy in different models 
 

Dataset 

Accuracy Obtained w.r.t Execution Time 

Model- 
1(CNN) 

Execution 
Time 

(seconds) 

Model-2 
(RNN) 

Execution 
Time 

(seconds) 

Model-3 
(CNN+LSTM) 

Execution Time 
(seconds) 

Hindi -1  
(750 samples) 

76.55% 20.91 73.79% 16.46 76.55% 13.87 

Bengali-1 
 (500 samples) 

77.11% 1.655 46.99% 2.775 77.11% 3.670 

Bengali-1  
(1800 samples) 

75.35% 6.079 75.62% 7.34 75.35% 6.92 

Bengali-2 
 (400 samples) 

68.57% 1.218 68.57% 2.099 68.57% 3.25 

Bengali-2  
(2500 samples) 

77.80% 4.54 67.16% 9.40 70.09% 9.131 

 
We also observed the good training accuracy in Table 2, which is obtained from the 
Model -3 irrespective of the amount of sample data sets and Training Batch sizes. 

Table 2 – Exhibiting the best training accuracy in Model-3 
 

 
Dataset  

No 

Model-3 

Accurac
y 

Exec 
time 

Batch 
size 

Testing 
on 

(sample
s) 

Validat
e on 

(sample
s) 

Trainin
g 

Accurac
y 

Testing 
Accurac

y 

Traini
ng  

Loss 

Validation 
Loss 

Hindi-1 
(Total 
727) 

76.55% 14.90 128 580 146 0.7724 0.7655 0.3823 0.5882 

76.55% 13.87 256 580 146 0.7724 0.7655 0.5013 0.5486 
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Bengali- 
1(1800 

samples) 

68.42% 7.328 128 1446 362 0.9703 0.6842 0.0784 1.5357 

75.35% 6.92 256 1446 362 0.7386 0.7535 0.3872 0.5669 

Bengali- 
2(2600 

samples) 

68.99% 9.69 128 2181 546 0.9853 0.6899 0.0445 1.5861 

70.09% 9.131 256 2181 546 0.9757 0.7009 0.0804 1.1731 

77.80% 9.181 512 2181 546 0.7955 0.7780 0.3690 0.5359 

The following graph in Fig. 2 & Fig. 3 shows the progress level of testing and 
training accuracy and losses. The horizontal-axis represents number of epochs and 
the vertical-axis represents the amount of accuracy score per epoch. 
 
The details are as : 
 
Accuracy: 76.55% 
Training Accuracy: 0.7724 
Training loss: 0.5013 
Testing Accuracy: 0.7655 
Validation loss: 0.5486 
The execution time : 13.871559381484985 

 
                Fig.2 – Graph representing Accuracy                  Fig.3 – Graph 
representing Loss 
 

V. Conclusion 
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As depicted in the result tables, the enhancement in the loss of validation is observed 
for Model-2(RNN) and Model-3(CNN+LSTM). Amongst all the models, the best 
accuracy is being achieved through Model-1(CNN). Though the best accuracy is 
received for Model-3(CNN+LSTM), but it happens in case when the amount of data 
is less. In today’s world, where the amount of data is a big issue and is constantly 
increasing, it is anticipated that better models be designed in the future that gives 
better accuracy and yet requires minimal execution time. Handling emotions of 
humans is one of the toughest challenges in the world today, and hybrid models 
should be created that can handle the perception capability of humans efficiently. The 
Long Short-Term Memory, or LSTM, network is found to be a better RNN because it 
defeats the problems of training a recurrent network and so may be used on a wide 
range of applications. Research may also be trodden into latest naïve fields like 
emotional intelligence, stance analysis, sentiment identification from individual 
progress [XXI] etc and special attention should be paid to analysis on real-time data 
from various social media sites. 
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